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Introduction

On June 5, 2018, the General Assembly of the Organization of Ameri-

can States asked the Office of the Special Rapporteur for Freedom of 

Expression of the Inter-American Commission on Human Rights (IA-

CHR), the Department of International Law (DIL) and the Department 

of Electoral Cooperation and Observation (DECO) of the Organization 

of American States to develop a "Practical guide of recommendations 

to guarantee freedom of expression and access to information from 

various sources on the Internet in electoral contexts, without undue 

interference".1

With a view of conducting this process through stakeholder participa-

tion and collaboration, the Office of the Special Rapporteur and DECO 

issued a call for proposals at the end of 2018 seeking contributions 

and reflections regarding the concern expressed by the States due to 

the dissemination of deliberately false information and disinforma-

tion campaigns on social networks, as well as for the improper use 

of personal data during electoral periods. The community was invited 

to "submit general comments or ongoing work" involving empirical 

studies on the mass dissemination of false information, especially in 

electoral contexts, principles or standards applicable to the problem, 

possible actions, and stakeholders involved. 19 contributions were re-

1   	 General Assembly of the OAS, Promotion and Protection of Human Rights. AG/RES. 2928 (XLVIII-O/18), 
(2018), 166.
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ceived from 24 organizations or individuals.2 Likewise, on January 31, 

2019, the Special Rapporteur, Edison Lanza, participated in a session of 

the Committee on Juridical and Political Affairs of the OAS General As-

sembly where the work plan to address the mandate to develop a guide 

2  	 The following contributions were received:

ID ORGANIZATION/ INDIVIDUAL COUNTRY DATE

1 Linterna Verde Colombia 17-12-2018

2 Misión de Observación Electoral MOE Colombia Colombia 10-01-2019

3 Juan Ortiz Freuler EEUU 30-01-2019

4 EFF EEUU 31-01-2019

5 Asociación por los Derechos Civiles (ADC) Argentina 31-01-2019

6 Coding Rights Brasil 31-01-2019

7 Fundación Karisma Colombia 31-01-2019

8 Hiperderecho Perú 31-01-2019

9 IPANDETEC Panamá 31-01-2019

10 R3D Mexico 31-01-2019

11 TEDIC Paraguay 31-01-2019

12 Intervozes Brasil 31-01-2019

13 Centro de Estudos Sobre Justiça de Transição Brasil 31-01-2019

14 Derechos Digitales Chile 31-01-2019

15 Defensoría del Público Argentina 31-01-2019

16 Centro Universitário Antônio Eufrásio de Toledo Brasil 31-01-2019

17 Colombia Diversa Colombia 01-02-2019

18 Access Now EEUU 04-02-2019

19 Funciple Colombia 07-02-2019

20 Dercom-UBA Argentina 11-02-2019

21 Eulália Camurça Brasil 18-02-2019

22 Privacy International Reino Unido 29-03-2019

23 UNESCO Regional 22-04-2019

24 Observacon Uruguay 07-08-2019
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on freedom of expression and the phenomenon of deliberate misinfor-

mation in electoral contexts was presented; During that session, con-

tributions were received from numerous States present.

In late April 2019 the Office of the Special Rapporteur and the Depart-

ment of Electoral Cooperation and Observation (DECO) of the OAS, 

with support from the National Electoral Institute of Mexico, orga-

nized a meeting with 28 experts from the region who discussed the 

issue of disinformation and possible State responses to it over the 

course of two days. The Office of the Special Rapporteur and the OAS 

SSD thank the experts for their invaluable contributions to this pro-

cess, as well as the subsequent exchange to arrive at the document 

presented here.3

The panel of experts was formed in keeping with the "multiple stake-

holders" model, which has been used to address similar challenges.4 

This model seeks to create a space for deliberation in which differ-

3  	  The members of the panel of experts are: Alba Mora Roca (Verificado Mexico), Ailidh Cal-
lander (Privacy International), Andrew Pudhepatt (Global Partners & Associates Ltd, UK), Brenda San-
tamaria (OAS Department of Electoral Cooperation and Observation—DECO), Caio Machado (Oxford 
Internet Institute), Carlos Cortes (Linterna Verde, Colombia), Cristina Tardaguila (Agencia Lupa, Bra-
zil), Diogo Rais (Mackenzie Presbyterian University, Brazil), Edison Lanza (OAS/IACHR Office of the 
Special Rapporteur for Freedom of Expression), Eleonora Rabinovich (Google), Francisco Guerrero 
(OAS Secretariat for Strengthening Democracy), Gerardo de Icaza (OAS Department of Electoral Coop-
eration and Observation—DECO), Guilherme Canela (UNESCO), Gustavo Gomez (OBSERVACOM), Hugo 
Rodriguez (Twitter Latin America), Iñigo Fernandez (Facebook), Juan Ortiz Freuler (Berkman Klein 
Center for Internet and Society, Affiliate), Lorenzo Cordova (National Electoral Institute of Mexico), 
Danya Centeno García (R3D Mexico), Marcos Tourinho (Facebook), Maria Andrea Valles (Google), Mar-
tin Becerra (Universidad de Quilmes, Cultural Industries Research Program), Michael Camilleri (In-
ter-American Dialogue, USA), Monica Cruz (Verificado, Mexico), Ramiro Alvarez Ugarte (Specialist in 
Constitutional Law and Human Rights, UP/UBA, Argentina), Roberta Braga (Atlantic Council), Roberto 
Rock (Inter American Press Association), Veridiana Alimonti (Electronic Frontier Foundation).

4 	  See, e.g., the recommendations of the European Commission’s High Level Expert Group. Cf. 
European Commission; Networks, Content and Technology, A multi-dimensional approach to disinformation. Report of the inde-
pendent High level Group on fake news and online disinformation. Directorate-General for Communication Networks, Content; 
Technology of the European Commission. 2018
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ent actors interested in the topic are represented. Reasonable gen-

der and geographical representation were also sought. The panel was 

thus composed of civil society organizations, electoral authorities, ex-

perts, independent experts and academics, Internet service providers, 

among them the main information exchange platforms (Google, Face-

book, and Twitter), fact-checking agencies present in the region, and 

research centers throughout the hemisphere.

Within the framework of the meeting of experts, case studies on mis-

information in electoral processes that took place in three countries 

of the hemisphere were presented: the case of the 2016 United States 

election, conducted by the Inter-American Dialogue; the case of the 

2018 election of Brazil, by MacKenzie University; and the case of the 

elections in Mexico also in 2018, by the National Electoral Institute 

and UNAM. The UNESCO Office for South America also presented for 

this panel the document Social Media and Elections which includes a 

conceptual framework to address the challenges of misinformation, 

developed by expert Andrew Puddephatt. For its part, DECO brought to 

the discussion contributions about the challenges related to misin-

formation that have been documented in the electoral processes of 

the region.

Below is the Guide that summarizes the main findings of the process 

that was carried out, it establishes a conceptual framework to address 

the phenomenon of the dissemination of deliberate misinformation 

and includes recommendations addressed to States and other actors 

that can positively impact the combat of misinformation.
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The Guide is divided into three sections: I) Description of the phenom-

enon of misinformation in electoral contexts. II) Systematization of 

inter-American human rights standards that should guide state re-

sponses in the matter. III) Presentation of the recommendations that 

were requested by the OAS General Assembly.
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Disinformation, democracy, 
and electoral processes
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Disinformation consists of the mass dissemina-

tion of false information (a) with the intent to 

deceive the public and (b) with the knowledge 

of its falsehood5. The phenomenon is of partic-

ular concern in electoral contexts since—if ef-

fective—it could affect the legitimacy of a pro-

cess that is critical to the functioning and very 

existence of a democratic society.

Although disinformation has always been 

among us, in recent times it seems to have 

taken on new characteristics thanks to the 

emergence of the Internet. Disinformation op-

erates within the framework of a decentralized 

network that has expanded people’s ability to 

express themselves in the public sphere, with 

access to minimal technological resources. 

5   	 This definition should be taken as provisional and for 
the purposes of this document. In the process of consultation with 
experts, states and civil society, it was pointed out that the phe-
nomenon of misinformation is inserted into a complex network of 
practices that seek to shape the public debate, sometimes with the 
intention of impoverishing it. These types of practices present con-
siderable challenges that are likely to be addressed in the future. 
On the other hand, it is necessary to emphasize that the concept 
of "false information" refers exclusively to facts that can be veri-
fied as true or false, or at least subjected to a contrast test. It does 
not refer to opinions or approximations of editorial tone, which can 
be shocking or misleading or that, because they are opinions, are 
not susceptible to a judgment of finding or truthfulness. Certain 
practices of malicious editing of true content could enter, in this 
sense, within this definition if that definition seeks to deceive the 
general public and falsifies the original content. This is the case, 
for example, of videos in which a person’s speech slows down to 
make them appear intoxicated, a practice that has been seen in the 
United States and Argentina.
	  

This communication ecosystem presents tre-

mendous opportunities for expanding and 

strengthening the public discourse and for the 

circulation of information of public interest.

The inter-American human rights system has 

concluded that freedom of expression is char-

acterized as a right with two dimensions: an 

individual one, which concerns the expression 

of one’s thoughts, ideas, and information; and 

a collective or social dimension, consisting of 

the right of society to procure and receive in-

formation, to know the thoughts, ideas, and 

information of others and to be well informed. 

The Internet is one of the technologies that has 

most enhanced the exercise of freedom of ex-

pression, given that it turned millions of people 

who were passive recipients of information into 

active participants in the public debate.6

However, this paradigm shift brought new di-

lemmas. For example, the challenges of the 

speed with which information is currently pro-

duced and distributed, the volume of informa-

tion that is generated thanks to the exponen-

tial multiplication of sources, and the ability of 

information to expand horizontally in a "viral" 

6   	 Cf. IACHR, Standards for a Free, Open and Inclusive Internet. 
Washington D.C., Office of the Special Rapporteur for Freedom of Ex-
pression of the IACHR. 2016, para. 81.
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way in this decentralized network, along with 

the ability to direct messages to very specific 

demographic segments. In this new technologi-

cal reality, challenges such as "disinformation" 

require applying and reaffirming the principles 

that guide, normatively, the inter-American 

system in order to establish how to protect the 

public debate without affecting the exercise of 

fundamental freedoms.

The Panel of Experts concluded that disinfor-

mation flourishes in a particularly vigorous 

way in this ecosystem and there are several 

elements or factors that seem to explain, en-

hance or feed the phenomenon. Although the 

evidence in this regard is still scarce, insuffi-

cient, and often contradictory, some of these 

factors to be taken into account, when analyz-

ing the phenomenon of misinformation, are 

developed below:

Polarization. Several studies link the phenom-

enon of disinformation to political polarization. 

Some argue that disinformation is the cause of 

polarization, as it appeals to people’s emotions 

and seeks to affect their behavior, including 

voting behavior (such as so-called "voter sup-

pression," i.e., practices or strategies used to 

discourage certain sectors of the population 

from participating in the electoral process)7.  

Others argue that disinformation is actually 

the effect of political polarization, as people 

lock themselves into narrow information silos 

in which they only access information through 

the prism of their own ideologies or political 

positions (spaces called "echo chambers"), 

which prevents them from accessing divergent 

points of view.8 Other studies reject the notion 

that there is a significant link between political 

polarization and disinformation. They main-

tain, for instance, that polarization is the fault 

of political actors who encourage it, or the me-

dia, some of which have embraced this polar-

izing logic for some time.9

7    	 H. Allcott; M. Gentzkow, Social media and fake news in the 2016 elec-
tion, Journal of Economic Perspectives, vol. 31, 2, 2017, 211-236, retrieved on: 
October 15, 2018, from http://pubs.aeaweb.org/doi/10.1257/jep.31.2.211; V. Ba-
kir; A. McStay, Fake news and the economy of emotions: Problems, causes, solutions, 
Digital Journalism, vol. 6, 2, 2018, 154-175, retrieved on: March 6, 2019, from 
https://www.tandfonline.com/doi/full/10.1080/21670811.2017.1345645; A. 
Guess; B. Lyons, Fake news, Facebook ads, and misperceptions, 2018, Working paper; 
Cf. G. Pennycook; D. G. Rand, Who falls for fake news? The roles of analytic think-
ing, motivated reasoning, political ideology, and bullshit receptivity, SSRN Electronic 
Journal, 2017, retrieved on: October 15, 2018, from https://www.ssrn.com/ab-
stract=3023545, 20182019.

8   	 Cf. C. R. Sunstein, #Republic: Divided democracy in the age of social me-
dia, Princeton University Press, Princeton; Oxford, 2017, pp. 14-15.

9   	 Cf. Y. Benkler; R. Faris; H. Roberts, Network propaganda: Manipula-
tion, disinformation, and radicalization in American politics, Oxford University Press, 
New York, NY, 2018, p. 14; L. Boxell; M. Gentzkow; J. M. Shapiro, Greater In-
ternet use is not associated with faster growth in political polarization among US demo-
graphic groups, Proceedings of the National Academy of Sciences, vol. 114, 40, 
2017, 10612-10617, retrieved on: November 15, 2018, from http://www.pnas.
org/content/114/40/10612; S. Flaxman; S. Goel; J. M. Rao, Filter Bubbles, Echo 
Chambers, and Online News Consumption, Public Opinion Quarterly, vol. 80, S1, 
2016, 298-320, retrieved on: March 18, 2019, from https://academic.oup.com/
poq/article-lookup/doi/10.1093/poq/nfw006; A. Marwick; R. Lewis, Media ma-
nipulation and disinformation online. Data & Society Research Institute. 2017, p. 20; 

http://pubs.aeaweb.org/doi/10.1257/jep.31.2.211
https://www.tandfonline.com/doi/full/10.1080/21670811.2017.1345645
https://www.ssrn.com/abstract=3023545
https://www.ssrn.com/abstract=3023545
http://www.pnas.org/content/114/40/10612
http://www.pnas.org/content/114/40/10612
https://academic.oup.com/poq/article-lookup/doi/10.1093/poq/nfw006
https://academic.oup.com/poq/article-lookup/doi/10.1093/poq/nfw006
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Effects. Assuming that the phenomenon of dis-

information is expanding, it is vitally important 

to determine its effects. On this point, the data 

are also inconclusive: while some studies sug-

gest that some people are more likely than oth-

ers to believe false information,10 others find 

that a significant percentage of citizens retain 

the ability to distinguish true from false infor-

mation on their own.11 Moreover, the effects may 

not be epistemic (leading a person to consid-

er what is false to be true) but rather may be 

linked to an emotional aspect of mobilizing po-

litical identities to support or reject a particu-

lar political party or candidate.12 In the electoral 

context, existing research suggests that disin-

formation campaigns do not have significant 

F. Zuiderveen Borgesius et al., Should We Worry About Filter Bubbles? Rochester, 
NY.. Social Science Research Network. 2016.

10   	 Cf. G. Pennycook; D. G. Rand, "Who falls for fake news?", cit. See 
also G. Pennycook; D. G. Rand, "Lazy, not biased", cit.

11   	 S. Flaxman et al., "Filter Bubbles, Echo Chambers, and Online News 
Consumption", cit., vol. 80; Cf. J. L. Nelson; H. Taneja, The small, disloyal fake news 
audience: The role of audience availability in fake news consumption, New Media & Soci-
ety, vol. 20, 10, 2018, 3720-3737, retrieved on: March 18, 2019, from https://
doi.org/10.1177/1461444818758715.

12   	 M. Balmas, When Fake News Becomes Real: Combined Exposure to 
Multiple News Sources and Political Attitudes of Inefficacy, Alienation, and Cynicism, 
Communication Research, vol. XX, X, 2012, 1-25 (on the correlation between 
exposure to fake news and feelings of cynicism and discouragement); Cf. Forum, 
Comparative Responses to the Global Disinformation Challenges. International Forum 
for Democratic Studies. 2018; S. Vosoughi; D. Roy; S. Aral, The spread of true and 
false news online, Science, vol. 359, 6380, 2018, 1146-1151, retrieved on: March 
2, 2019, from http://science.sciencemag.org/content/359/6380/1146.

effects,13 others have found that disinformation 

has an effect on the determination of the infor-

mation agenda, with the existence of disinfor-

mation being amplified in the media, and may 

even be connected with the erosion of trust in 

democratic institutions14.

Other incentives for disinformation practices. Many 

studies have sought to unravel what drives the 

phenomenon, even involuntarily. Thus, it has 

been argued that the online advertising market, 

based on the mining of personal data and the 

ability to target messages accurately and effec-

tively, encourages disinformation as it is spread 

through the same tools and techniques used 

by the advertising market.15 In this regard, the 

use of personal data for advertising purposes—

largely permitted by outdated or limited data 

protection laws—appears to create conditions 

13   	 Cf. H. Allcott; M. Gentzkow, "Social media and fake news in the 
2016 election," cit., vol. 31; A. Guess; B. Lyons, "Fake news, Facebook ads, and 
misperceptions," cit.

14   	 See L. Bandeira, D. Barojan, R. Braga, JL Penarredonda, 
M.F. Perez Arguello,"Disinformation in Democracies: Strengthening 
Digital Resilience in Latin America," published on March 28, 2019 
(where it is argued that polarization and misinformation mutually 
reinforce each other, that misinformation produced an "agenda de-
termination" effect on news coverage and that there were amplify-
ing effects of disinformation in the coverage of the phenomenon 
itself).

15   	 D. Ghosh; B. Scott, Digital deceit: The technologies behind precision pro-
paganda on the Internet. Washington D.C., New America. 2018, p. 3; A. Marwick; R. 
Lewis, Media Manipulation and Disinformation Online, cit., p. 42.

https://doi.org/10.1177/1461444818758715
https://doi.org/10.1177/1461444818758715
http://science.sciencemag.org/content/359/6380/1146
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that favor the phenomenon or make it more 

effective. It should be noted here that many of 

these norms in the region could be outdated in 

relation to these new phenomena or their appli-

cation could be limited.16 

A relevant conclusion of the Panel is related to 

the need to include not only the platforms but 

also the actors who promote advertising mes-

sages, including political parties, so that they 

act in an ethical manner when producing and 

promoting truthful content and strictly abid-

ing to the protection of personal data in accor-

dance with the regulations in the matter. In any 

case, for all actors, it is necessary to underline 

the duty to respect the principles of quality, le-

gality, purpose, and proportionality in the col-

lection, transfer and use of personal data.

It is necessary to draw attention to the need to 

differentiate between advertising for commer-

cial purposes and electoral advertising: while 

the former is linked to the operation of a mar-

ket for goods and services, the latter relates to 

an essential process for democracy. The elec-

16   	 Access Now, Input from Access Now on Disinformation in Electoral Con-
texts. Access Now. 2019, p. 4; This point was made by several contributors to 
the process. See ADC et al., Regional input from civil society organizations working 
in the area of human rights in the digital environment. Asociación por los Derechos 
Civiles (ADC), Coding Rights, Fundación Karisma, Hiperderecho, Ipandete, Red en 
Defensa de los Derechos Digitales (R3D) & Tedic. 2019, pp. 10-12; P. Interna-
tional, Public Consultation: Disinformation in electoral contexts. Privacy International’s 
Response. Privacy International. 2019, p. 3.

toral process is fundamental for democracy 

and there may be a legitimate interest of the 

state in establishing restrictions proportional 

to certain types of electoral publicity within the 

framework of those processes. In this sense, 

certain types of advertising that may be ac-

ceptable when it has purely commercial pur-

poses may be problematic in the context of 

electoral processes.17 Many of the States in the 

region already have more restricted electoral 

advertising standards than the rules that regu-

late commercial advertising. However, adver-

tising messages are also protected by the right 

to freedom of expression and any restriction 

in this regard must be established through a 

law in a formal and material sense, and must 

respect the conditions of necessity and propor-

tionality that all state regulations intended to 

protect a legitimate interest must comply with.

Internet virality. It should be noted that the phe-

nomenon of Internet virality is not in itself prob-

lematic: on the contrary, by taking advantage of 

the decentralized nature of the network, the cir-

17   	 It is necessary to point out that many data sources used 
by political campaigns for profiling are sources created for com-
mercial purposes, through the so-called “data brokers” and other 
actors. The variety of data they can access ranges from social me-
dia data to the use of credit cards and TV consumption patterns. 
On this point, see, Chester, J., & Montgomery, K. C. (2017). The role 
of digital marketing in political campaigns. Internet Policy Review, 
6(4). Retrieved from https://policyreview.info/articles/analysis/
role-digital-marketing-political-campaigns.

https://policyreview.info/articles/analysis/role-digital-marketing-political-campaigns
https://policyreview.info/articles/analysis/role-digital-marketing-political-campaigns
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culation of information can bypass controls or 

points of blockage or censorship, something es-

pecially valuable in the contexts of authoritarian 

countries. However, when it comes to misinfor-

mation, it can be a factor that complicates the 

approach to the phenomenon. There are studies 

that suggest that fake news circulates faster 

than the real news, because they appeal to emo-

tions and are - consequently - more attractive.18 

It has also been argued that social networks of-

fer a form of information exchange that is "epis-

temically valuable": a publication on a social 

network is equivalent to a "testimony" given by 

another person, usually someone we know or ap-

preciate for some reason ( that is why we "follow" 

or are his "friends", etc.). As human beings tend 

to accept what others transmit to us in the form 

of testimony, it is possible to postulate that 

disinformation flourishes in social networks 

because it takes advantage of an epistemologi-

cally valid procedure for most cases and uses.19

Motivation. Finally, a core issue for understand-

ing the phenomenon of disinformation con-

18   	 Cf. S. Vosoughi y otros, "The spread of true and false news online", 
cit., vol. 359.

19   	 R. Rini, Fake News and Partisan Epistemology, Kennedy Institute of 
Ethics Journal, vol. 27, 2, 2017, p. 5, retrieved on: March 2, 2019, from https://
muse.jhu.edu/article/670860.

cerns the actors behind it. Existing research 

on the matter suggests that these actors are 

diverse, ranging from foreign States seeking to 

influence elections in other countries to private 

actors motivated by economic reasons (who 

are hired to deploy disinformation campaigns) 

or political reasons (who carry out such cam-

paigns to influence elections). In addition, these 

interested parties that voluntarily promote dis-

information campaigns take advantage of the 

actions of other actors who unwittingly promote 

the phenomenon, such as the highly segmented 

digital advertising system, media that unwit-

tingly disseminate false information, political 

parties, or candidates that repeat false informa-

tion in negative campaigns, and so on.

Despite the lack of conclusive elements on its 

effects, it seems clear that the deliberate spread 

of false information impoverishes the public de-

bate and makes it harder for citizens to exercise 

their right to receive information from various 

sources, and in the end it is an obstacle to par-

ticipating in Democratic decisions. This docu-

ment recognizes the legitimate concern of the 

states, civil society, and private actors involved, 

as well as the importance of adopting propor-

tionate measures aimed at combating misin-

formation, in line with international obligations 

regarding the protection of human rights, fun-

damental freedoms, and the functioning of the 

democratic system.

https://muse.jhu.edu/article/670860
https://muse.jhu.edu/article/670860
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The paradigm shift in the information flow of 

democratic societies was accompanied by the 

emergence of new actors. That is the case of 

intermediaries and platforms operating on the 

Internet seem to play central roles in the new 

information ecosystem. These actors have had 

a positive impact on their development, by fa-

cilitating access to information that we do not 

know (in the case of search engines), offering 

the necessary infrastructure to participate in 

the public debate (such as Internet service pro-

viders) or offer platforms where it is possible to 

share information, ideas, and access content 

produced by third parties (as is the case with 

media consumption platforms or social net-

works). These services, managed by the private 

sector, have become important actors, partly 

as a result of the concentration - in market 

terms - prevalent in these services.20

20   	  See S. Hubbard, Fake News is a Real Antitrust Problem. CIP Antitrust 
Chronicle. 2017, 2 ("Two corporations have an outsized control on the flow of 
information worldwide. Google accounts for roughly 80 percent of global Inter-
net searches, and its search market share exceeds 90 percent in most European 
countries. 4 Facebook dwarfs all other social networks, with two billion active 
monthly users"). See also Observacom, OTT Regulation. Key points for the democratic 
regulation of "Over-the-Top" services so as to ensure a free and open Internet and the full 
exercise of digital rights and freedom of expression. Observacom. 2017, 3:
	  In a scenario centralized by the traditional media, it was clear that 
the market on its own did not guarantee the fundamental diversity, pluralism and 
freedom of expression needed by democracy. With the emergence of the Internet, 
it seemed that part of the rationality that gave meaning and foundation to demo-
cratic regulation might have been lost. In fact, some important players in the digital 
ecosystem claim that regulation of the Internet is not only dangerous but should 
not exist, as it is no longer necessary or possible. However, after the initial phase 
of more decentralized and open network operation, new bottlenecks formed and 
the Internet embarked on a growing centralization among just a few actors of the 
digital ecosystem that has affected its potential to serve all of humanity: this was 
underlined by the creator of the World Wide Web, Tim Berners Lee. The trend 
towards concentration and threats to freedom of expression on the Internet show 

Through their role as intermediaries in the flow 

of information on the Internet, these actors 

operate as traffic "control nodes." Their deci-

sions have a significant impact on the public 

debate, and so a number of governments—es-

pecially authoritarian ones—have tried to pres-

sure them to help shape the flow of information 

according to their interests. It has also been 

noted that the companies themselves, by mod-

erating the content circulating on their plat-

forms according to their own terms of service 

and "community" rules, make decisions to sup-

press or reduce the flow of content that affects 

and shapes the public debate. Currently, and as 

a result of challenges such as intentional dis-

information and hate speech, many of these 

companies are going through processes to re-

view the criteria they use to moderate content, 

the internal procedures they use for this pur-

pose, and the selection of information generat-

ed and presented to users, based on the use of 

algorithms. This dynamic of public pressures 

and private actions is exacerbated by concen-

tration: the more powerful the actor that oper-

ates as an intermediary, the more attractive it 

becomes to those who wish to pressure it and 

the more impact its decisions have.

that diversity and pluralism---and even the notion of an open and free Internet-
--need regulatory guarantees so that they can be maintained as values and para-
digms of modern digital communications.
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Given the fundamental role of these actors as 

intermediaries, modern democratic States 

have sought to exempt them from the liabil-

ity that might arise from content created by 

third parties and distributed on their plat-

forms. Thus, the 2017 Joint Declaration of the 

Rapporteurs for Freedom of Expression of the 

OAS, OSCE, and UN noted that intermediaries 

"should never be liable for any third party con-

tent relating to those services unless they spe-

cifically intervene in that content or refuse to 

obey an order adopted in accordance with due 

process guarantees by an independent, impar-

tial, authoritative oversight body (such as a 

court) to remove it and they have the technical 

capacity to do that".21

On the other hand, Article 13.2 of the American 

Convention admits the possibility of establishing 

responsibilities beyond freedom of expression to 

protect the reputation and rights of others, pub-

lic order, morals, and public health. In that sense, 

the dissemination of deliberate misinformation 

could damage the reputation of a candidate or 

public person or possibly other more diffuse in-

terests such as the democratic process or the 

public’s trust in democratic institutions.

21   	 OAS. OSCE, UN & ACHPR, "Joint Declaration on Freedom of Ex-
pression and ‘Fake News,’ Disinformation and Propaganda," (2017), 1.d.

It is here that the State’s responses must be 

analyzed in detail, because in different places it 

is proposed to apply the regime of subsequent 

liabilities to punish those who disseminate 

misinformation. In that sense, both the Com-

mission and the Inter-American Court have 

established that the application of criminal 

norms for the protection of reputation, honor, 

or the private life of public officials or persons 

aspiring to hold public office - in cases in which 

the public interest is involved - constitutes a 

disproportionate response, within the frame-

work of a democratic society.

This guide recommends that the States of 

the region, in line with the standards of the 

inter-American human rights system, should 

not establish new criminal types to sanction 

the dissemination of misinformation or false 

news. Introducing criminal types, which due to 

the nature of the phenomenon would be vague 

or ambiguous, could lead the region back to 

a logic of criminalizing expressions about of-

ficials or people involved in matters of public 

interest and establishing a tool with a strong 

chilling effect on the dissemination of ideas, 

criticism, and information for fear of being 

subjected to a criminal process, which would 

be particularly restrictive in the context of the 

electoral contest.
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Although the dissemination of misinformation 

deliberately seems to fit the so-called "actual 

malice" standard, which refers to the possibil-

ity of applying civil sanctions to those who dis-

tribute false or aggravating information know-

ing that it is false or with absolute negligence 

regarding the truth, which causes a damage to 

the aforementioned person, it should be noted 

that the offenses appear to be different.22

In cases of defamation, which are the cases 

for which the standard of actual malice was 

developed, the remedy and the liability regime 

proposed by the inter-American system im-

plies the exercise of the right to rectification or 

response as a less damaging measure of free-

dom of expression or, if the damage was seri-

ous, the attribution of civil responsibilities.23 

Even in these cases, it should be remembered 

that this rule of attribution of responsibil-

ity was established to respond to cases where 

there is a known issuer, usually a journalist or a 

relevant political or social actor, and they acted 

with malice or manifest negligence, to damage 

the reputation of an official or a public person.

22   	 Cf. IACHR, Inter-American Legal Framework Regarding the 
Right to Freedom of Expression. Office of the Special Rapporteur for 
Freedom of Expression of the Inter-American Commission on Hu-
man Rights. 2010, para. 109.

23   	 Cf. Ibid., para. 79.

This traditional response may be insufficient 

to deal with the problem of deliberate misin-

formation, for various reasons. First, there are 

reasons of scale that make it difficult to proj-

ect this liability regime to the phenomenon of 

misinformation, as well as the possible anony-

mous nature of the diffuser (anonymity that - 

by the way - is also protected by human rights 

standards24).

Secondly, in the case of the dissemination 

of misinformation, it does not always seek to 

damage the reputation of one of the partici-

pants of public life or an election, but to affect 

a more diffuse interest such as democratic 

public order, involved in the integrity of the 

electoral process. In these cases, it is clear that 

the civil responsibilities provided would not 

be suitable for safeguarding that interest and 

electoral law could develop specific responses 

to this kind of phenomena. This is what hap-

pens, at the moment, when the internal legal 

regimes establish specific regulations on their 

24   	 It is relevant to highlight that, although anonymity can 
present challenges, it cannot justify actions that tend to affect it. 
Indeed, anonymous speech is a vital part of the democratic public 
debate. It allows to access, generate, and share opinions and infor-
mation in a safe way, away from social pressures or official controls, 
as well as from possible state or private reprisals. The value of anon-
ymous discourse is broad in democratic societies, but especially rel-
evant and valuable in the framework of authoritarian societies. This 
has been previously noted by the IACHR. See IACHR, Freedom of Expres-
sion and Internet. Washington D.C. Office of the Special Rapporteur for 
Freedom of Expression of the IACHR. 2013, para. 134
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electoral processes and prohibit certain types 

of conduct such as, for example, those that 

seek to "suppress" voting. When disinforma-

tion campaigns seek to promote such prac-

tices, those who promote them incur in prohib-

ited actions that receive a response within the 

framework of the general electoral regime that 

each country implements.

On the other hand, disinformation can also 

have a global scale but the jurisdictions of 

the countries are limited and the actions of 

the platforms restricted to their own services. 

When spreading in a decentralized network, it 

can sometimes be very difficult if not impossi-

ble to identify the people behind a disinforma-

tion campaign. In case of doing so, it is possible 

that these persons operate outside the territory 

of the affected country. But even when states 

can reliably discover who is behind a disin-

formation campaign and can submit them to 

their jurisdiction, it is possible that the judicial 

processes necessary to determine their civil li-

ability are too slow to provide an effective re-

sponse, especially to protect the integrity of the 

electoral process.

These difficulties are what have pushed many 

countries to transfer on to intermediaries obli-

gations to control and suppress the "fake news" 

of their platforms25. However, these responses 

are not in line with international standards that 

seek to limit the responsibility of intermediar-

ies to avoid generating incentives for greater 

"private censorship." The rules that impose on 

intermediaries obligations to control and can-

cel certain contents, generate incentives for 

them to censor a greater amount of content, to 

avoid economic sanctions, for example. 26

Partly as a response to the new challenges 

posed by the Internet, inter-American human 

rights standards have been developed taking 

into account the particularities of the network. 

Thus, for example, inter-American standards 

protect all open expressions ab inito also on the 

25   	 Countries that have opted for this type of model include 
Germany and France, as well as China, Bangladesh, Cambodia, 
Egypt, Kenya, Malaysia, Vietnam, Myanmar, and Thailand.

26    	 On this point, see EFF’s input:
"EFF has pointed out that problems with censorship by direct hosts 
of speech are tremendously magnified when core infrastructure 
providers are pushed to block or filter content. The risk of powerful 
voices silencing marginalized ones is greater, as are the risks of col-
lateral damage. Takedowns by infrastructural intermediaries—such 
as certificate authorities, DNS, or content delivery networks—are far 
more likely to cause collateral censorship. For that reason, EFF has 
called these parts of the Internet free speech’s weakest links and 
believes that the most consistent defense these links can take is 
to decline attempts to use them as a control point. Conduits such 
as ISPs should also not be treated as publishers. Their legitimate 
scope to limit content is critically restricted by network neutrality 
principles that require them not to discriminate online content". 
See EFF, Written Submission for the Office of the Special Rappor-
teur for Freedom of Expression of the Inter-American Commission 
on Human Rights (IACHR/RFOE), the OAS Department of Electoral 
Cooperation and Observation (DECO) and the Department of Inter-
national Law (DIL). Electronic Frontiers Foundation. 2019, 14.
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Internet and only allow burdensome responses 

such as blocking or filtering actions on the In-

ternet in exceptional cases. Thus, the Office of 

the Special Rapporteur has affirmed that in the 

face of "openly illicit contents or discourses not 

protected by the right to freedom of expression 

(such as war propaganda and advocacy of ha-

tred that constitutes incitement to violence, 

direct and public incitement to genocide, and 

child pornography) it is permissible to adopt 

mandatory measures to block and filter spe-

cific content", provided that the illegality of the 

content has been determined by an indepen-

dent judicial authority.27

In these cases, the measure must undergo a 

"strict proportionality judgment and be care-

fully designed and clearly limited in such a way 

that it does not reach legitimate discourses 

that deserve protection".28 These types of mea-

sures "must have safeguards that prevent 

abuse, such as transparency regarding the 

contents whose removal has been ordered, as 

well as detailed information on their need and 

justification".29 These measures should be ad-

27   	  IACHR, Standards for a Free, Open and Inclusive Internet, cit., 
para. 88.

28   	 Ibid., para. 88.

29   	 Ibid., para. 89.

opted "only when it is the only measure avail-

able to achieve an imperative purpose".30

The Rapporteurs for Freedom of Expression re-

cently recalled that the "blocking of entire web-

sites, IP addresses, ports, or network protocols 

provided by the State is an extreme measure 

that can only be justified when stipulated by 

law and is necessary to protect a human right 

or other legitimate public interest, which in-

cludes that it is proportionate, there are no less 

invasive alternative measures that could pre-

serve that interest and respect minimum guar-

antees of due process".31

The adoption of measures to combat disinfor-

mation could, however, be disproportionate. 

Moreover, disinformation does not fall squarely 

within the category of "clearly illegal content or 

speech that is not covered by the right to freedom 

of expression" that justifies such measures.32   

Information on matters of public interest en-

joys a certain presumption of legitimacy, as it is 

30   	 Ibid., para. 89.

31   	 OAS, OSCE, UN, and ACHPR, "Joint Declaration on Free-
dom of Expression. "Fake News", "Disinformation and Propaganda", 
cit., para. 1.f.

32   	 IACHR, Standards for a Free, Open and Inclusive Internet, cit., 
para. 88.
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a kind of specially protected speech.33 When it is 

difficult to determine the truthfulness or falsity 

of the information, that presumption is main-

tained. The presumption can only be overcome 

when "contradicted by a competent authority 

that provides sufficient guarantees of indepen-

dence, autonomy and impartiality,34 typically, a 

court that takes action after receiving a specific 

complaint. In this regard, "General prohibitions 

on the dissemination of information based on 

vague and ambiguous ideas, including ‘fake 

news’ or ‘non-objective information,’ are incom-

patible with international standards for restric-

tions on freedom of expression [...] and should 

be abolished".35

On the other hand, the factual determination 

of the content deemed illegal is especially dif-

ficult in the case of false information: some-

times, distinguishing what is true and what 

is not, requires a trial that demands to study 

the case in question, contrast it with available 

evidence and make a decision. The judgment 

itself --- of truth or falsehood --- may depend 

33   	 Cf. Ibid., para. 92.

34   	 Ibid., para. 92.

35   	 OAS, OSCE, UN, and ACHPR, "Joint Declaration on Free-
dom of Expression". "Fake News", "Disinformation and Propaganda", 
cit., para. 2.a.

on possible readings of ambiguous materi-

als.36 When private Internet companies are re-

quired to take charge of this trial under penalty 

of sanction, as in the laws recently approved 

by countries such as Germany and France to 

deal with the phenomenon of misinformation, 

the main incentive for intermediary compa-

nies is not be sanctioned, and that incentive 

controls their actions: experience in other less 

controversial issues indicates that they can 

take actions aimed at detecting, in general au-

tomatically, the allegedly unlawful content so 

as not to incur responsibility.37 This produces 

the aforementioned phenomenon of "private 

censorship", according to which the business 

response to legal claims is broader and more 

comprehensive than the mandate they receive 

and ends up silencing much more content than 

is really necessary to comply with legal obliga-

tions. The existence of this dynamic in Germa-

36   	 Cf. European Commission; Networks, Content and Technology, A 
multi-dimensional approach to disinformation. Report of the independent High level Group 
on fake news and online disinformation. Directorate-General for Communication Net-
works, Content; Technology of the European Commission. 2018, p. 19 ("These 
general objectives should be pursued based on the recognition that information 
can rarely be neatly categorized as simply true or false, the conviction that no 
authority has a monopoly on knowledge, and the belief that free societies benefit 
from -- and are defined by the acceptance of -- free confrontation of diverse and 
sometimes uncomfortable ide- as and information").

37   	 Due to the volume of information circulating on the In-
ternet, intermediary companies have stressed that actions should 
be able to be automated, i.e. built using technological tools that 
make it possible to detect unlawful content automatically, without 
human intervention. On this point, see GOOGLE INC., How Google 
Fights Disinformation. Palo Alto, California. Google Inc. 2019, p. 3.
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ny was denounced after the approval at the end 

of 2017 of a law that orders the platforms to re-

move the "manifestly illegal" content, once they 

have "news" of this content by any means, even 

without the intervention of a public authority.38

Likewise, it must be borne in mind that state’s 

responses to the phenomenon of misinforma-

tion must be concerned about not affecting the 

integrity of the computer systems on which 

the Internet works and the communications 

that are channeled through the network. Thus, 

for instance, the fact that it has been docu-

mented that at least part of the disinformation 

campaigns use encrypted messaging systems 

could never lead to questioning the end-to-end 

encryption of communications, which are es-

sential to protect privacy --and consequently, 

freedom-- of citizens’ communications.

As a consequence of the challenges presented 

by the phenomenon of misinformation and the 

special protection that the inter-American sys-

tem grants to the circulation of information 

of public interest or that encourages public 

debate, particularly in electoral periods, most 

38   	 EFJ, Germany: Repeal NetzDG bill, deletion is not the answer. 
European federation of journalists, 2018, retrieved on: March 4, 2019, 
from https://europeanjournalists.org/blog/2018/01/09/germany-re-
peal-netzdg-bill-deletion-is-not-the-answer/ ; Cf. Human Rights Watch, 
Germany. Flawed Social Media Law, 2018, retrieved on: January 16, 2019, from 
https://www.hrw.org/news/2018/02/14/germany-flawed-social-media-law.   

of the responses that this document recom-

mends to deal with the phenomenon of misin-

formation are non-regulatory in nature39. They 

seek to strengthen the capacities of citizens 

to distinguish false information from true in-

formation. They have the advantage of not gen-

erating a risk for freedom of expression, since 

they operate within the ideal promoted by the 

inter-American system to safeguard an open 

and uninhibited public debate.

In that sense, it’s fundamental the principle that 

there is no better response to an opinion formed 

on the wrong basis or false information than 

an opposing or correct opinion or true informa-

tion.40 Therefore, State actions must be aimed 

39   	 Cf. European Commission; Networks, Content and Technology, A 
multi-dimensional approach to disinformation. Report of the independent High level Group 
on fake news and online disinformation., cit., p. 19.

40   	 Cf. IACHR, Inter-American Legal Framework regarding the 
Right to Freedom of Expression, cit, par. 146. See also EFF, Written Sub-
mission for the Office of the Special Rapporteur, cit, 6 ("Moreover, 
even assuming that it is possible to determine the truth about 
everything, the debate and exchange of ideas clearly is the best 
method to uncover this truth and to strengthen democratic sys-
tems based on plurality of ideas, opinions and information"). This 
approach is inspired by the concurring opinion of Justice Brandeis 
in Whitney v. California, decided by the U.S. Supreme Court in 1927. 
Brandeis maintained the following in a paragraph that has since 
been part of the canon of freedom of expression worldwide:
	 "Those who won our independence believed that the 
final end of the State was to make men free to develop their fac-
ulties, and that, in its government, the deliberative forces should 
prevail over the arbitrary. They valued liberty both as an end, and 
as a means. They believed liberty to be the secret of happiness, and 
courage to be the secret of liberty. They believed that freedom to 
think as you will and to speak as you think are means indispens-
able to the discovery and spread of political truth; that, without free 
speech and assembly, discussion would be futile; that, with them, 
discussion affords ordinarily adequate protection against the dis-

https://europeanjournalists.org/blog/2018/01/09/germany-repeal-netzdg-bill-deletion-is-not-the-answer/
https://europeanjournalists.org/blog/2018/01/09/germany-repeal-netzdg-bill-deletion-is-not-the-answer/
https://www.hrw.org/news/2018/02/14/germany-flawed-social-media-law
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at raising public awareness about the existence 

of the phenomenon, awakening a critical spirit 

in them when consuming and replicating that 

information, and developing the necessary re-

sources to verify information of doubtful origin.

The Panel of Experts highlighted this type of ac-

tion taken in recent months in countries with 

important traditions of defense of freedom 

of expression, such as Norway and Sweden.41  

There have also been similar actions in the 

United States (at a state level) and in countries 

in the region such as Argentina, Brazil, Canada, 

Colombia, Costa Rica, Mexico and Uruguay.

A good example of this are the actions of the 

National Electoral Institute of Mexico or of the 

Superior Electoral Tribunal of Brazil during their 

semination of noxious doctrine; that the greatest menace to free-
dom is an inert people; that public discussion is a political duty, 
and that this should be a fundamental principle of the American 
government. They recognized the risks to which all human insti-
tutions are subject. But they knew that order cannot be secured 
merely through fear of punishment for its infraction; that it is 
hazardous to discourage thought, hope and imagination; that fear 
breeds repression; that repression breeds hate; that hate menaces 
stable government; that the path of safety lies in the opportunity 
to discuss freely supposed grievances and proposed remedies, and 
that the fitting remedy for evil counsels is good ones. Believing in 
the power of reason as applied through public discussion, they es-
chewed silence coerced by law — the argument of force in its worst 
form. Recognizing the occasional tyrannies of governing majorities, 
they amended the Constitution so that free speech and assembly 
should be guaranteed". See Whitney v. California, 274 U.S. 357 (1927), 
375-376 (J. Brandeis, concurring).

41  	  Cf. Poynter, A guide to anti-misinformation actions around the world. 
Poynter, 2019, retrieved on: March 6, 2019, from https://www.poynter.org/ifcn/
anti-misinformation-actions/. 

2018 presidential elections.42 In these cases, the 

electoral authorities set up efficient communi-

cation channels with the main platforms, media, 

and fact-checking agencies. Through this, they 

were able to respond to false information, espe-

cially that which sought to affect the integrity of 

the electoral process, with accurate information. 

This type of action consists, among other things, 

of (a) making citizens aware of the phenomenon 

of disinformation; (b) drawing attention to it in 

order to encourage citizens not to repeat false 

information; (c) offering tools and resources to 

verify information; and (d) contrasting specific 

false information with accurate information. 

Many of these recommendations were espe-

cially supported by the European Commission’s 

High-Level Expert Group, which suggests that 

most reactions to disinformation should be "of 

a non-regulatory character and involve a wide 

range of different stakeholders".43

42   	 L. Casado, TSE falha no combate a fake news na campanha de primeiro 
turno, Folha de S. Paulo, 2018, retrieved on: October 17, 2018, from https://
www1.folha.uol.com.br/poder/2018/10/tse-falha-no-combate-a-fake-news-na-
-campanha-de-primeiro-turno.shtml; I. Ferraz, TSE adia reunião de combate a fake 
news a pedido de Bolsonaro. Metrópoles, 2018, retrieved on: October 17, 2018, from 
https://www.metropoles.com/Brazil/eleicoes-2018/tse-adia-reuniao-de-com-
bate-a-fake-news-a-pedido-de-bolsonaro; Cf. INE, Nuevos retos para la democracia 
Elecciones en tiempos de desinformación. Estrategia y acciones implementadas para enfren-
tar la desinformación deliberada en las elecciones mexicanas de 2018 ["New challenges 
to democracy: Elections in times of disinformation. Strategy and Actions Imple-
mented to Confront Deliberate Disinformation in the 2018 Mexican Elections"]. 
National Electoral Institute. 2019; R. Moraes Moura; A. Pupo, TSE dá 48 horas 
para Facebook remover "fake news" contra Marina Silva, Estadão, 2018, retrieved on: 
October 25, 2018, from https://politica.estadao.com.br/blogs/fausto-macedo/
tse-da-48-horas-para-facebook-remover-fake-news-contra-marina-silva/.

43   	 European Commission; Networks, Content and Technology, A multi-
dimensional approach to disinformation. Report of the independent High level Group on fake 
news and online disinformation., cit., p. 8.

https://www.poynter.org/ifcn/anti-misinformation-actions/
https://www.poynter.org/ifcn/anti-misinformation-actions/
https://www1.folha.uol.com.br/poder/2018/10/tse-falha-no-combate-a-fake-news-na-campanha-de-primeiro-turno.shtml
https://www1.folha.uol.com.br/poder/2018/10/tse-falha-no-combate-a-fake-news-na-campanha-de-primeiro-turno.shtml
https://www1.folha.uol.com.br/poder/2018/10/tse-falha-no-combate-a-fake-news-na-campanha-de-primeiro-turno.shtml
https://www.metropoles.com/brasil/eleicoes-2018/tse-adia-reuniao-de-combate-a-fake-news-a-pedido-de-bolsonaro
https://www.metropoles.com/brasil/eleicoes-2018/tse-adia-reuniao-de-combate-a-fake-news-a-pedido-de-bolsonaro
https://politica.estadao.com.br/blogs/fausto-macedo/tse-da-48-horas-para-facebook-remover-fake-news-contra-marina-silva/
https://politica.estadao.com.br/blogs/fausto-macedo/tse-da-48-horas-para-facebook-remover-fake-news-contra-marina-silva/
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It should be noted that private actors with 

more capacity for action on this phenomenon 

- platforms, social networks and intermediary 

companies - are also called to adopt various 

actions aimed at combating disinformation 

campaigns in their spaces. In different docu-

ments, the Special Rapporteurs for Freedom 

of Expression have insisted that Internet com-

panies should mitigate the effects of their 

business models and adopt and implement 

measures taking as reference the UN Guiding 

Principles on Business and Human Rights and 

solutions in international human rights law, 

especially the instruments and mandates re-

ferring to the right to freedom of expression.

Thus, companies such as Facebook, Google, and 

Twitter have reacted to the international call 

with greater transparency in relation to their 

content moderation policies, have increased 

levels of transparency regarding the decision-

making process and have supported initiatives 

that tend to counteract the phenomenon dur-

ing electoral periods, such as quality journal-

ism and the work of fact-checking agencies44.

44   	 In the consultation process it was pointed out that, 
many times, the measures adopted were not implemented in a 
transparent manner; It is sometimes difficult to know what mea-
sures are being applied and where, how false or misleading con-
tents are affected and to what extent these solutions can be pro-
jected in the long term. Cf. Communication from CELE to the Office 
of the Special Rapporteur, dated June 18, 2019. In this regard, it is 
pertinent to reiterate that this type of measures must be developed 
for the citizens and transparently.

It is important to remember that these ac-

tions are framed in self-regulation processes of 

these companies, but they can have an impact 

on the exercise of the right to freedom of ex-

pression, due to the central role they play in 

the flow of information on the Internet. There-

fore, it is necessary to insist on the need for 

their content moderation practices to respect 

fundamental guarantees of due process, inde-

pendent authority, transparency, so that they 

are able to strengthen, enrich, and expand the 

public debate.

Finally, according to the international stan-

dards on the governance of the global network 

represented by the Internet, it is recommended 

that countries wishing to take action to combat 

disinformation should convene all interested 

parties to address phenomena that may affect 

its operation. This is not only a good generic 

practice in relation to public policy develop-

ment processes, but it is especially necessary 

in this case: we are facing a complex problem, 

involving multiple variables and actors, and 

presenting --- accordingly --- great challenges. 

Therefore, it is essential to develop open pro-

cesses involving public authorities, private 

companies, academics and researchers, politi-

cal parties and electoral bodies, as well as civil 

society organizations, fact-checking agencies, 

the media, and journalists. 
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TAKING INTO ACCOUNT THE ARGUMENTS AND BACKGROUND MEN-

TIONED, THE RECOMMENDATIONS OF THE PANEL OF EXPERTS OF 

MULTIPLE STAKEHOLDERS CONVENED ESPECIALLY FOR THIS PURPO-

SE, AND THE INTER-AMERICAN STANDARDS OF HUMAN RIGHTS, IN 

RESPONSE TO THE REQUEST MADE BY THE GENERAL ASSEMBLY OF 

THE ORGANIZATION OF AMERICAN STATES, NEXT ARE A SERIES OF RE-

COMMENDATIONS AND GOOD PRACTICES DEVELOPED TO DEAL WITH 

THE PHENOMENON OF MISINFORMATION IN ELECTORAL CONTEXTS, 

AS A STARTING POINT, WHICH SHOULD BE PERIODICALLY REVIEWED 

BY THE ORGANIZATION, SUMMONING AGAIN ALL THE STAKEHOLDERS.



1.1 

TO THE LEGISLATIVE BRANCH

•	  Avoid establishing regulatory frameworks that 

hold intermediaries responsible for content pro-

duced by third parties. Taking into account the 

background on the matter and the undesi-

rable effects of regulatory standards that 

seek to address the problem of misinfor-

mation through the establishment of fines 

and sanctions directed at intermediaries, it 

is recommended that the legislative bran-

ches of the region refrain from adopting 

punitive approaches on the matter. These 

approaches create incentives for private 

actors with a central role in the circulation 

of information contrary to freedom of ex-

pression and the free debate of ideas, since 

they will be inclined to censor more content 

to avoid being sanctioned, and thus affect 

protected speeches. Likewise, these regula-

tory approaches are difficult to administer 

even when they are developed taking into 

account the principles of proportionality 

and respect for due process.

•	 Avoid using criminal law tools, such as 

the creation of new broad and ambiguous 

criminal offenses to typify the phenom-

enon of misinformation. Along the same 

lines, it is necessary to remember that 

those who reproduce information of pub-

lic interest that turns out to be false but 

do so without intent to infringe a damage 

or inadvertently cannot be sanctioned in 

any way45. In any case, the States that are 

part of the Inter-American system may only 

establish restrictions on the right to free-

dom of expression in accordance with the 

test provided for in Article 13.2 of the Ameri-

can Convention and in other international 

treaties on freedom of expression for such 

restrictions, which requires that they be 

stipulated by law, intended for protect one 

of the legitimate interests recognized by 

international law, and are necessary and 

proportionate to protect that interest, with-

in the framework of the functioning of the 

democratic system.

•	  Strengthen the legal frameworks for personal 

data protection. The use of personal data for 

advertising purposes by the various actors 

of the digital ecosystem is allowed by the 

different legal systems and is used by In-

45   	 In this regard, the Inter-American Commission has con-
sidered that the use of criminal law as a response to abuses com-
mitted in the exercise of freedom of expression is an essentially 
disproportionate response (Cf.) and the Inter-American Court has 
so maintained this in cases that it was resolved (Cf. IACHR, Inter-
American Legal Framework Regarding the Right to Freedom of Ex-
pression, cit., para. 72). On the "actual malice" standard, see IACHR, 
Inter-American Legal Framework Regarding the Right to Freedom of Expres-
sion, cit., Para. 109.

1. TO THE OAS MEMBER STATES
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ternet companies in their business model, 

as well as to facilitate access to diverse 

content, provided that the general princi-

ples of international standards regarding 

data protection are complied with. In that 

sense, there should not be general excep-

tions for the use of personal data for poli-

tical purposes, but a strengthening of the 

regulatory frameworks and the authority to 

control this data.

•	 Legislative branches must strengthen lo-

cal personal data protection frameworks, 

since the exploitation of the data for ad-

vertising purposes by platforms and other 

actors in the digital ecosystem is also one 

of the elements that, used improperly, in-

directly promotes the phenomenon of mis-

information. Proper protection of personal 

data should ensure that citizens have final 

control over how their data is used to offer 

them services.

•	 Likewise, these frameworks should have ef-

ficient reporting and control mechanisms, 

in order to prevent abusive use of personal 

data. These mechanisms should - in addi-

tion - contain exceptions and guarantees 

that protect fundamental activities in a 

democracy - such as journalism and the 

circulation of information of public inter-

est - and that allow the robust functioning 

of legal regimes for access to public infor-

mation, an essential dimension of the right 

to freedom of thought and expression. It is 

essential that the data protection authori-

ties have the resources, powers, and inde-

pendence to be able to intervene and effec-

tively monitor compliance with the law.

•	  Strengthen the judicial processes of a civil na-

ture through which subsequent liabilities in the 

area of freedom of expression are channeled. 

The civil liabilities provided for possible 

abuses in the exercise of freedom of expres-

sion are legitimate in cases where the re-

putation or private life of a public official or 

a public person is at stake. In these cases, 

States must establish that the communi-

cator in the dissemination of information 

was intended to inflict damage or conduc-

ted themselves with manifest negligence 

in the search for the truth or falsity of the 

news, respecting the principles of necessi-

ty and proportionality in the establishment 

of the compensation, if applicable. An effi-

cient and timely judicial process, without 

giving up the guarantees of due process, 

can become an effective tool to combat 

phenomena such as deliberate misinfor-

mation that affects officials or candidates 

for public office. Likewise, it should be no-

ted that citizens who participate in the pu-

blic debate usually do not have the same 
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means as professional journalists to veri-

fy the truth or falsity of information they 

access and may reproduce, comment, or 

share a false story. In these cases, this cir-

cumstance should be evaluated to inhibit 

the responsibility for "manifest negligence" 

that the standard of actual malice implies.

•	

•	  Strengthen the legal frameworks regarding 

transparency in electoral advertising. One of 

the essential conditions to combat the phe-

nomenon of misinformation implies trans-

parency and publicity of the entire electo-

ral process. Most electoral regimes in the 

region already include transparency obli-

gations, especially at the head of political 

parties. Likewise, many also include spe-

cial obligations, such as pointing out that 

certain messages or notices are issued wi-

thin the framework of electoral campaigns, 

hired by a certain political party, electoral 

alliance, or third parties, and so on.

These obligations must include that polit-

ical parties transparent and report on the 

expenditure that is invested in sites and 

platforms that operate online, entities in-

volved in digital campaigns, data sources 

(such as data brokers), advertising agen-

cies, and providers of digital tools. This can 

be established through obligations to re-

fer to the origin of the notice, the contract-

ing entity or political party, the amounts 

invested, the criteria used to address the 

messages, and so on. These measures 

should not affect citizen’s right to express 

themselves anonymously, especially when 

that expression is channeled through the 

investment of small sums of money by in-

dividual persons in social networks.

•	  Review the legal frameworks that regulate elec-

toral processes. Each country in the region 

organizes its elections in a different way: 

some under national norms, in others, state 

regulations coexist with others of federal or-

der, and so on. Also, some countries regulate 

their processes more or less strictly: the ran-

ge of restrictions or prohibitions is very wide 

in some countries and is almost non-exis-

tent in others. The expansion of electoral 

campaigns on the Internet and the appea-

rance of the misinformation phenomenon 

constitute good opportunities to review and 

strengthen these legal frameworks. In that 

sense, if there are regulations that imply a 

limitation to freedom of expression, these 

regulations, in order to be legitimate, must 

satisfy the demanding requirements set for-

th in the tripartite test that the inter-Ameri-

can system has developed.

•	 These legal frameworks should be reviewed 

so as not to unduly restrict the right to free-
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dom of expression in the traditional media 

and consider the changes that are being 

registered in electoral campaigns, the In-

ternet ecosystem, and the new advertising 

paradigm based on personal information. 

In that context, the regulation of electoral 

advertising could address this advertis-

ing practice in a specific way: what may be 

legitimate to sell marketable goods may 

not be legitimate to persuade voters. Third, 

legal frameworks regarding electoral ad-

vertising could consider certain practices 

usually prohibited -such as, for example, 

attempts to deceive the electorate to "sup-

press" their right to vote or interfere with 

the development of the electoral process- 

when they are carried out through disin-

formation actions, in which case the same 

remedies or sanctions that the electoral 

legislation provides for this type of behav-

ior could be applied in these cases.

•	

•	

1.2

TO THE JUDICIARY

•	  Consider the systemic impact of their deci-

sions on the operation of the Internet. The ju-

diciary must take human rights standards 

into consideration when resolving cases 

in which the speech under scrutiny can be 

classified as "misinformation", according 

to the definition offered in the preceding 

paragraphs. In this sense, it is essential 

that the judges of the region understand 

that decisions that imply blocking or filte-

ring access to certain online content are 

only legitimate if they are established by 

means of a clear and precise law, responds 

to an urgent need, and it can only be achie-

ved through this type of actions and not 

others that harm the freedom of expression 

to a lesser extent. Blocking or taking down 

content on the Internet can have an effect 

similar to censorship.

Likewise, it is essential that within the 

framework of these processes the dam-

age caused by the speech under scrutiny 

is identified and adequate guarantees of 

due process are offered, in particular for 

the producers or issuers of the speech un-

der scrutiny. Judicial remedies, on the other 

hand, should be limited and should not af-

fect more speech than is strictly necessary. 

It is important that the judges of the region 

understand the decentralized nature of the 

network and the unexpected or undesirable 

consequences that may arise from generic 

and disproportionate court orders, which 

do not account for how the Internet works.
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1.3

TO THE EXECUTIVE BRANCH AND SENIOR 

PUBLIC OFFICIALS

•	

•	  Rember the special responsibilities that they 

have in the exercise of their own freedom of ex-

pression. The executive branches of the re-

gion have special responsibilities regard-

ing freedom of expression and the fight 

against misinformation. In addition to le-

gal and regulatory obligations, the execu-

tive as well as elected authorities and of-

ficials, are also often central actors in the 

political debate in each of the countries. 

Sometimes, they are also central actors in 

the election campaigns.

As the Office of the Special Rapporteur 

pointed out, when high-ranking public of-

ficials exercise their freedom of expression 

"they are subject to certain limitations as 

to reasonably, although not necessarily ex-

haustively, present the facts on which they 

base their opinions, and should do so with 

an even greater diligence than that em-

ployed by individuals, in view of the high 

degree of credibility they enjoy and in order 

to prevent citizens from receiving a manipu-

lated version of the facts".46 These respon-

46    	 IACHR, Inter-American Legal Framework Regarding the 
Right to Freedom of Expression, cit., para. 202.

sibilities apply especially to disinformation 

campaigns: it has been verified that the in-

tervention of relevant public actors, without 

adherence to these principles, promotes the 

dissemination of false information.

Likewise, public officials must be careful 

to ensure that their comments are accu-

rate and avoid stigmatization and discredit 

of the media using labels that refer to so-

called fake news or other qualifications 

that discredit them, they must also not 

threaten journalists or undermine respect 

for the independence of the media.

•	

•	  Carry out positive education, training, and 

awareness actions on the phenomenon of 

misinformation. In general, the executive 

branches of the region control dimensions 

of the state that are essential for the de-

velopment of these types of campaigns. 

For example, from the management of 

the education system or cultural promo-

tion avenues. In these cases, it is essential 

that the authorities in charge of these de-

partments address the problem of misin-

formation through awareness, education, 

and training campaigns. They should be 

focused on offering citizens tools to dis-

tinguish true from false information, be-

come aware of their own participation in 

the processes of replication of informa-
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tion, and warn about the impoverishment 

of the public debate that misinformation 

generates. While this recommendation 

is addressed to the executive branch, it 

would be desirable for all actors involved 

in the phenomenon to develop education 

and awareness campaigns.

•	

•	  Promote universal Internet access. One of the 

basic conditions to fight against misin-

formation is to be able to access various 

sources of information to compare and 

check if the information received by peo-

ple is credible. That requires citizens to 

have access to all the possibilities offered 

by the Internet network. In this regard, the 

Inter-American Commission has stressed 

that the principle of "universal access" 

must guide state obligations in the matter, 

and this results in duties such as "the duty 

to progressively promote universal access 

not only to the Internet infrastructure, but 

to the technology necessary for its use and 

to the greatest possible amount of infor-

mation available on the network; the duty 

to eliminate arbitrary barriers to access to 

infrastructure, technology, and informa-

tion online; and the duty to adopt positive 

differentiation measures to allow the ef-

fective enjoyment of this right to persons 

or communities that so require due to 

their circumstances of marginalization or 

discrimination".47

•	

•	  Protect the principle of net neutrality. It is es-

sential to insist that States have the ob-

ligation to guarantee the principle of net 

neutrality, in relation to the intermediar-

ies that allow the operation of the Internet 

-both those who manage the network, as 

well as platforms-. In this regard, States 

must respect and establish rules that re-

quire intermediaries not to discriminate 

Internet flows based on the content, origin, 

recipient, or device used; This principle has 

been identified as "a necessary condition 

for exercising freedom of expression on the 

Internet under the terms of Article 13 of the 

American Convention".48

•	

•	  Protect journalists and social communicators 

from violence. One of the main restrictions 

on the right to freedom of expression in Lat-

in America is the phenomenon of violence 

against journalists49. Journalists and the 

47   	 Cf. IACHR, Standards for a Free, Open, and Inclusive Internet, 
cit., P. 14.

48   	  IACHR, Standards for a Free, Open, and Inclusive Internet, cit., 
P. 14.

49   	 Cf. IACHR. Violence against Journalists and Media Workers. 
Washington, DC: Inter-American Commission on Human Rights. 
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media may be subject to disinformation 

campaigns, a situation that would increase 

the risk they themselves suffer in the exer-

cise of their profession. In that context, it 

is relevant to remember the special obliga-

tions of protection, prevention, and investi-

gation that weigh on the state authorities 

in the fight against violence against jour-

nalists and social communicators50.

1.4

TO THE ELECTORAL AUTHORITIES 

•	  Strengthen the capacities of citizens to dis-

mantle disinformation campaigns in electoral 

contexts. Electoral authorities play a central 

role for modern democracy. Their role and 

responsibilities vary according to the ins-

titutional design of each country. In some 

cases, they have administrative regulatory 

functions, in others of investigation (e.g., 

specialized prosecutors) and in other cases 

of prosecution. Therefore, the field of action 

to address the issue of misinformation is 

different in each case.

•	

2013.

50   	 Cf. IACHR. Violence against Journalists and Media Workers. 
Washington, DC: Inter-American Commission on Human Rights. 
2013, para. 259.

•	  Avoid holding intermediaries responsible for the 

fact that deliberate misinformation circulates 

on their platforms, which can trigger the dy-

namics of "private censorship." Likewise, it 

is recommended that the control they exer-

cise meets the general requirements of the 

inter-American standards of human rights 

regarding freedom of expression. That is, 

that the restrictions on this right are mini-

mal, especially in the context of the electo-

ral debate, and only be applied as the result 

of provisions established through laws in a 

formal and material sense, that are precise 

enough and in compliance with compelling 

objectives through which this means can 

only be achieved, and not by less restrictive 

ways of the law in question.51

In this sense, the electoral authorities alre-

ady have numerous contraventions or elec-

toral crimes that they can use to combat the 

phenomenon of misinformation; it would be 

desirable for existing legal frameworks to be 

used instead of promoting innovations that 

threaten freedom of expression.

•	

•	  Strengthen training on electoral processes. One 

of the patterns identified in disinformation 

51   	 Cf. IACHR, Inter-American Legal Framework Regarding 
the Right to Freedom of Expression, cit., Para. 67.
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campaigns deployed in Latin America is the 

dissemination of false information about 

the electoral process. It is especially worr-

ying when the misinformation is relative to 

the places and date where you can vote, the 

form and procedures to vote, or the results 

of the election itself. This requires the elec-

toral authorities to act preventively, stren-

gthening, and actively providing informa-

tion actively to citizens about the elections, 

so that they have adequate information to 

exercise their rights and thus not be vulne-

rable to disinformation campaigns.

•	

•	  Collaborate with public authorities regarding 

data protection. As the misinformation is ba-

sed, at least in part, on the use of personal 

data for advertising purposes, it is impor-

tant that the electoral authorities collabo-

rate with the data protection authorities to 

strengthen the guarantees of the right to 

privacy in the face of electoral processes.

•	

•	  Train public officials about the phenomenon of 

misinformation. It is essential that the elec-

toral authorities ensure that all relevant 

public officials in the context of an electoral 

process know the problem, know in advan-

ce what are the actions planned before the 

distribution of false information that seeks 

to deceive the electorate about the electoral 

process, and that know the planned proce-

dures to be placed in action. In this sense, 

it is relevant that people who participate in 

electoral observation processes, both inter-

nal and external, are also trained.

•	

•	  Generate instances of dialogue and coopera-

tion of multiple stakeholders. Public electoral 

authorities are in the best position to ad-

vance a "multi-stakeholder" model in pre-

paration for an electoral process. They play 

a role both limited and vital in the demo-

cratic process, they are nonpartisan and 

can legitimately lead these processes. They 

must be intended to (a) convene stakehol-

ders in the phenomenon of misinforma-

tion; (b) work to produce more information 

and a better understanding of the issue; (c) 

develop concrete and staggered proposals 

for efficient and proportionate actions to 

counteract the negative effects of disinfor-

mation campaigns.

•	

•	  Explore the possibility of developing coopera-

tion agreements with Internet platforms and 

intermediary companies. One of the positive 

practices detected in the region is the de-

velopment of agreements established be-

tween electoral authorities and companies 

that provide services on the Internet to act 

against the phenomenon of misinforma-
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tion. These agreements allow authorities to 

better understand how the Internet works 

and how the main companies deploy their 

content moderation policies. They also 

allow the establishment of efficient com-

munication channels that allow actions to 

be taken quickly and effectively.

The experiences of the National Electoral In-

stitute of Mexico and the Superior Electoral 

Court of Brazil, which have been the first to 

explore this practice in the region, suggest 

that such agreements may be positive in 

the development of proportionate respons-

es and privileged communication channels 

with the platforms. Within the framework of 

this consultation process, information was 

also received on the use of these types of 

agreements in other jurisdictions such as 

in Argentina and Colombia.

These agreements must be transparent 

and must not establish regulations of any 

kind that imply suppression of content 

related to information of public interest 

and debate in the electoral context; if they 

do, they would be contrary to the Ameri-

can Convention because they lack the 

requirements established in Article 13.2 

and adequate mechanisms for question-

ing or accountability. The restrictions on 

the type of response that states may dis-

play and that arise from the inter-Ameri-

can human rights standards must meet 

the strict requirements developed in this 

document, as well as the obligations that 

weigh on the authorities in guaranteeing 

the exercise of freedom of expression dur-

ing the elections and the rights of the us-

ers of the platforms.



•	  Make transparent the criteria used to moderate, 

detect and prioritize content on platforms. In-

termediary companies play a fundamental 

role in the way we collectively address the 

phenomenon of misinformation. The limi-

tation of liability in legal terms for the con-

tents that circulate on their platforms does 

not mean that they do not have special re-

sponsibilities for the place they occupy in 

the free flow of information on the Internet. 

In this sense, it is desirable that compa-

nies that moderate content continue their 

efforts to transparent technological solu-

tions that make possible the curation and 

algorithmic moderation of content, includ-

ing data that inform artificial intelligence. 

Also, clarify and inform users of the criteria 

they use in their internal decision-making 

processes regarding content that they un-

subscribe in application of their commu-

nity policies.

	 Currently, many online platforms are offer-

ing information to users about the reasons 

why they see certain political campaign 

notices in the framework of electoral pro-

cesses: these practices should be consoli-

dated and even expanded, since they are 

especially relevant to combat campaigns 

misinformation in electoral contexts52.

52   	 Twitter expressed its general agreement with the prin-

•	  Ensure due process in content moderation. Both 

content moderation actions based on the in-

ternal policies themselves and those based 

on legal requirements must be applied re-

specting elementary guarantees of due pro-

cess, including the possibility of questioning 

moderation decisions before an indepen-

dent body, the right to receive reasons of 

the decisions that exclude certain contents 

from the public debate, and the right to have 

the contents restored if it is determined that 

the moderation decision was wrong53.

	 In this sense, some practices developed 

in recent months by some intermediar-

ies are positive, such as creating institu-

tional spaces between the platforms and 

the claims or appeals of the users, such 

as supervisory or appeal advice for those 

cases in which users have been affected 

ciple and provided the following information: "In Twitter we’re com-
mitted to providing meaningful context around all political entities 
who use our advertising products. That means enforcing strict po-
litical advertising policies and ensuring ad disclosures on Twitter 
are transparent and informative. And we’re expanding our political 
ads policy and transparency approach to global markets as well. 
Our teams will continue to build the operational and tooling sup-
port to expand our political advertising policies to other key mar-
kets through 2019 and beyond, according to the applicable laws in 
each jurisdiction and protecting freedom of speech fundamental 
principles. We strongly believe that meaningful transparency is the 
best path forward for all advertising products we offer, particularly 
those used in a political context".

53   	 In this regard, Google noted that transparency, regard-
ing their internal process, "cannot be total, as that could make it 
easier for malicious actors to discover how to manipulate enforce-
ment policies."

2. A LAS EMPRESAS INTERMEDIARIAS
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for example, actions aimed at making politi-

cal propaganda visible, its origin and financ-

ing would allow - for example - to quickly 

identify those responsible for the disinfor-

mation campaigns that are channeled in 

this way. In the same way, it is recommend-

ed to platforms to adapt their electoral ad-

vertising offers to the legal frameworks in 

force in each jurisdiction in the matter54.

•	

•	  Collaborate with independent researchers. Be-

cause disinformation is a complex phenom-

enon, companies that provide services must 

collaborate with independent researchers, 

providing information to better understand 

the phenomenon of disinformation. In this 

sense, there are varying degrees of access 

to platform services -from broad access 

through an API (Application Programming 

Interface) to restricted access, based on 

the periodic production of information that 

turns to transparency reports-. It is impor-

tant that companies deepen these practic-

es, as long as this access occurs guarantee-

ing the privacy of users.55

54   	 Various civil society entities in the region have ques-
tioned the main actors in the world of platforms and intermediaries 
in this regard. See ADC et. al., A call to Facebook, Google, and Twitter 
to deepen the transparency of online political advertising, available 
at: https://adc.org.ar/2019/09/02/un-llamado-a-facebook-google-
y-twitter-para-profundizar-la-transparencia-de-la-publicidad-po-
litica-online/  

55   	 Cf. European Commission; Networks, Content and Technology, A 

by unsubscribed content or suspended ac-

counts, etc. In the design of these spaces 

it is important to provide them with public 

designation mechanisms, guarantees of 

independence of their members regarding 

corporate interests, and have the power to 

influence the policies that the platforms 

deploy to moderate content.

	 When these spaces function as true in-

stances of appeal to decision-making pro-

cesses on content moderation, they should 

have as reference the international human 

rights framework and have due process 

guarantees. In this way, they can function 

as proportionate and suitable responses to 

guarantee the right to freedom of expres-

sion on their platforms and establish the 

corresponding remedies when disengage-

ments protected by this right are written 

off. However, it is relevant to highlight the 

advisory function of these councils, and 

that they should not aspire to fulfill legal or 

quasi-legal functions.

•	  Deepen transparency actions on political adver-

tising, especially during election periods. It is 

essential that intermediary companies op-

erate with transparency regarding the phe-

nomenon of disinformation, taking actions 

aimed at making visible a phenomenon that 

is more effective the more it is hidden. Thus, 
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ternet services want their users to access 

relevant information. At least in part, they 

seek to achieve that goal through algo-

rithms that - based on different information 

about what users are interested in - recom-

mend similar content, under the premise 

that this information is "relevant" to them. 

It is important that companies do not base 

these criteria, which are used to build those 

algorithms, on purely commercial reasons 

such as, for example, those that seek to ex-

pand the scope of the content or the "per-

manence" of the users on the platforms.

•	

•	  Adopt positive actions aimed at counteracting 

misinformation campaigns. Platforms should 

take positive actions to counteract misin-

formation, such as - for example - promoting 

content from fact-checking agencies. These 

types of actions are less risky than those 

that involve removing content and that may 

be more effective in combating the worrying 

phenomena. Since algorithms are largely 

responsible for the information that people 

"see" or "access" on platforms, it is advisable 

to increase transparency on the criteria that 

companies use for the construction and im-

plementation of these mechanisms.

•	

•	  Review policies on bots and automated publish-

ing tools. Automated publishing tools and 

•	

•	  Collaborate with electoral authorities. Within 

the good practices identified so far, the col-

laboration of companies that provide Inter-

net services with the electoral authorities 

allows efficient channels of dialogue to be 

established that facilitate the legitimate 

action of the authorities in the face of mis-

information. Therefore, it is necessary for 

companies to continue their efforts to work 

with the electoral authorities in all jurisdic-

tions in which they operate and provide the 

service, provided they are legitimate au-

thorities that coordinate democratic elec-

toral processes and are not questioned by 

the international community.

•	

•	  Support quality journalism. Among the self-

regulation actions already undertaken by 

global companies, those that support inde-

pendent and quality journalism stand out 

for strengthening the regulatory ideal of an 

open and robust public debate. In this re-

gard, it would be desirable for these efforts 

to continue and expand in the region.

•	

•	  Review the content recommendation algo-

rithms. In general, companies that offer In-

multi-dimensional approach to disinformation. Report of the independent High level Group 
on fake news and online disinformation., cit., p. 25.
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themselves, it is important that if the latter 

break internal content moderation policies 

they can understand the policies, defend 

their behavior and their contents in a pro-

cess that protects elementary principles of 

due process.

	 The recommendations contained here and - 

in general - business practices that seek to 

align the responses to the phenomenon of 

misinformation with the values of free dem-

ocratic debate constitute, together, a series 

of good practices that the industry should 

develop in that level; that is, as good practic-

es that the industry recognizes as regulato-

ry ideals for itself. This type of development 

could have a positive long-term impact and 

influence, positively, new companies and In-

ternet services that would surely continue to 

emerge in the years to come.

•	  Respect and proactively comply with the protec-

tion of personal data. Platforms feed on per-

sonal data to profile their users and person-

alize content. It is essential that platforms 

proactively respect high data protection 

standards for all their users.

bots - as accounts not controlled by hu-

mans, but controlled by automated tools 

- have been identified as factors that help 

the expansion of false information.56 While 

bots are not problematic in themselves, 

when they operate as part of disinforma-

tion campaigns they could be moderated 

by platforms. In this regard, platforms are 

recommended to continue working on the 

identification of problematic uses of this 

type of technological tools.

•	

•	  Develop good practices at the level of self-regu-

lation. Many of the recommendations indi-

cated in the previous paragraphs seek that 

the platforms exert the power that they ac-

tually have in the flow of information on the 

Internet in a virtuous way from the point of 

view of the values of freedom of expression 

that should guide the democratic debate. 

In this sense, if the platforms, for exam-

ple, offer a channel for citizens to express 

56    	 Cf. C. Shao et. al, The spread of low-credibility content by social bots, 
Nature Communications, vol. 9, 1, 2018, 4787.



•	  Make the electoral campaign transparent. It is 

important that the political parties clarify 

their electoral campaigns in the sense of 

informing the communication channels, 

the contents of the campaigns and the 

main messages. This will allow citizens to 

properly distinguish nonpartisan campaig-

ns from those that are.

•	

•	  Respect and proactively comply with the pro-

tection of personal data. Political parties 

must also comply with the regulations on 

the protection of personal data and make 

transparent the sources of data used, the 

elaboration of profiles, and the criteria to 

disseminate personalized messages.

•	  Avoid campaigns that use false information. Po-

litical parties are essential institutions of 

the democratic system. They act as inter-

mediaries between citizens and their repre-

sentatives, and there is no time where this 

intermediation is clearer and more efficient 

than during election campaigns.

It is essential that political parties refrain 

from promoting disinformation campaigns 

by themselves or by third parties, which 

includes the duty not only to not promote 

them voluntarily, but to verify that this is 

not done involuntarily, that the main ac-

tors do not contribute to the dissemination 

of false information and that militants and 

activists reject such practices.

3.  TO THE POLITICAL PARTIES



in the face of disinformation campaigns: 

those who - for example - receive false in-

formation through social networks or al-

most exclusive private messaging services 

and cannot verify that information because 

they do not have access to the Internet in 

its entirety.

Without going into the analysis of these pri-

vate commercial agreements with regards 

to the right to freedom of expression, it is 

recommended that telecommunications 

companies expand their zero rating agree-

ments in a way that allows users to access 

only some of the services or platforms ver-

ify information with media and organiza-

tions specialized in verification.57

57   	 In this regard, we ratify what was indicated by the IA-
CHR in 2016 in the sense that the compatibility of these agreements 
"with human rights must be measured in the light of the legality, 
necessity, and proportionality test" and taking into account, espe-
cially, the impact they have on access to broad and diverse sources 
of information. 

•	  Review zero rating agreements to combat misin-

formation. Telecommunications companies 

are intermediary actors that only have an 

indirect relationship with the phenomenon. 

In Latin America, in recent years, zero rat-

ing agreements have been expanded, these 

are contracts whereby certain social net-

works, platforms, or messaging systems 

agree with telecommunications compa-

nies that their services do not count for the 

computation of the "data" that their users 

consume in their mobile phone services. 

This allows users with the most economical 

data plans to use almost exclusively those 

services, which do not exceed the amount 

of data they have contracted.

While these agreements may affect the 

principle of net neutrality, this occurs un-

der the premise that they allow Internet ac-

cess to expand, although at a very limited 

version of it. This has been problematic 

4. TO  TELECOMMUNICATIONS 
COMPANIES



dia itself fuels the phenomenon of disinfor-

mation campaigns.58

It is important that the media and journal-

ists remember their role in a democratic 

society of privileged channels of public de-

bate. This imposes a series of good practic-

es that have proven to be significant con-

tributions to the democratic system, such 

as investigative journalism, editorial inde-

pendence, and certain objectivity as an ex 

officio regulatory ideal.

58   	 Cf. Y. Benkler et al, Network Propaganda, cit.

•	

•	  Strengthen quality journalism against disinfor-

mation. It has been proven that the media 

are relevant actors in the phenomenon of 

misinformation. Occasionally, their inter-

ventions have caused disinformation to ex-

pand faster, in other cases, they have been 

effective in promoting checked informa-

tion in response to false information. In any 

case, political polarization affects them 

and - according to studies conducted in the 

United States - the polarization of the me-

5. TO THE MEDIA AND JOURNALISTS

6. TO FACT-CHECKERS
•	  Unify definitions of misinformation and 

strengthen regional networks. The fact-check-

ing agencies that have grown exponentially 

in our region in recent years play an impor-

tant role in the fight against misinforma-

tion. By verifying public discourse, they of-

fer a service that can help citizens navigate 

a complex public debate and - occasionally 

- contaminated with false information.

It is important that fact-checking agen-

cies use precise definitions about their 

work and the qualifications they use. In 

this sense, it is important to limit the 

phenomenon of misinformation based on 

the definition offered above and not apply 

qualifying adjectives related to the falsity 

of content that does not strictly deserve it, 

such as when some campaigns or infor-
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that the definition of misinformation be 

limited to the false information distrib-

uted knowing its falsity, in the aforemen-

tioned terms. This excludes from this cat-

egory partial or incomplete information, 

misleading information (since this crite-

rion is excessively subjective), inaccurate 

information, and so on.

mation are labeled as "deceptive." Vague 

or ambiguous definitions could produce 

unwanted effects, such as involuntarily 

increasing the dissemination of false in-

formation or contributing to the discredit 

of professional media, possibilities espe-

cially present in contexts of high political 

polarization. In this sense, it is necessary 

7. TO COMPANIES THAT TRADE DATA 
FOR ADVERTISING PURPOSES

•	  Respect existing legal frameworks and partici-

pate in the conversation about misinformation. 

As noted above, the transformation of the 

Internet-driven advertising market is one 

of the elements that can have a broader ef-

fect of misinformation in societies. Thanks 

to the use of personal data that users share 

with various services they use, the industry 

has managed to develop tools to reach re-

cipients with highly addressed messages, 

based on precise profiles of preferences, 

age groups, income, and so on.

Therefore, it is important that companies 

that engage in digital advertising and de-

sign advertising campaigns --- commercial 

and political --- participate in the discus-

sion about misinformation in the countries 

in which they operate. Although it seems 

obvious, it is important to insist on the 

need for these companies to abide by the 

existing legal frameworks regarding data 

protection and, for example, to not use per-

sonal databases outside of the cases in 

which it is allowed by law.



These investigations should have a solid em-

pirical basis, should focus on specific events 

in the region and should --- as far as possible 

--- be carried out in a comparative manner. 

For this, it is essential to expand the collabo-

ration networks between universities and re-

search centers in the countries of the region.

•	  Expand empirical research on disinformation. 

We still know very little about the extent of 

misinformation, its scope, causes and ef-

fects. In this sense, it is essential that the 

academic world deepens its research on 

disinformation, a particularly pressing need 

in Latin America, where research is scarce. 

8. TO UNIVERSITIES AND 
RESEARCH CENTERS
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